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Abstract

Details of individual speaker vocal tract configurations remain
understudied due to the limitations of most instrumental pho-
netic methods. Midsagittal articulation of /i:-ar-or-u:-3:/ by a
speaker of Southern Standard British English was captured us-
ing real-time Magnetic Resonance Imaging. Three-dimensional
tract configurations during production of the same vowels were
acquired using high-resolution volumetric imaging. Acoustic
models derived from imaging data were compared with refer-
ence acoustic recordings. Models demonstrate particular sen-
sitivity to palatal and velar tract geometry; details of pharyn-
geal structures had less influence on acoustic responses. These
data demonstrate the importance of multimodal data in acoustic
characterization of individual speaker vowels.

Index Terms: vowels, MRI, English, vocal tract, area function,
acoustic modeling

1. Introduction

Understanding how the vocal tract is configured during vowel
production has been a central concern of speech science and
a foundational topic informing models of speech production
[1, 2, 3, 4]. Magnetic resonance imaging (MRI) has advanced
the study of vowel production by allowing safe, flexible and
accurate imaging of soft tissue [5, 6, 7]. Vocal tract geome-
tries have been resolved in detail by orienting image planes
perpendicular to the axis of airway [8, 9, 10, 11], and volu-
metric imaging techniques have provided comprehensive cov-
erage of the whole upper airway at increasing spatial resolu-
tions [12, 13, 14]. These methods have revealed the complex
geometries involved in vowel production and how they vary be-
tween speakers, languages, and allophones [15, 16, 17], inform-
ing more detailed vocal tract representations beyond idealized
tube models [18, 19, 20, 21, 22]. These data are advancing our
understanding of the complex relationships between vocal tract
morphology, articulation, and acoustics [23, 24, 25], but many
aspects of vocal tract shaping and its acoustic consequences are
still imperfectly understood.

High resolution volumetric imaging of the vocal tract can
be achieved using multi-second acquisition times, but because
participants must sustain vowels in these studies, the resulting
postures are static, and may be hyperarticulated. Real-time MRI
(rtMRI) allows imaging of the upper airway during connected
speech produced with more natural prosody [26, 27], which is
important for phonetic characterization of vowels [28, 29, 30].
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rtMRI has provided insights into the dynamics of vowel ar-
ticulation in French, Portuguese, English, and other languages
[31, 32, 33, 34]. Note that for speech MRI studies, the supine
participant posture may affect vocal tract shape [35], and the
loud noise means that Lombard speech is usually captured [36].

Volumetric and real-time imaging offer important comple-
mentary insights into vowel production, but reconciling data
from different modalities creates additional challenges. Com-
panion volumetric and real-time MRI data have previously been
combined to examine vocal tract shaping in Swedish and French
vowels [31, 16]. Articulatory data obtained using different sens-
ing methods can be assessed by comparing acoustic responses
of models derived from the corresponding vocal tract config-
urations. Acoustic responses have been estimated from MRI
data of Czech, Finish and English vowels using Finite Element
[37, 38, 39, 40], finite-difference time-domain [20], and 3D dig-
ital waveguide methods [41, 42]. While these techniques rely
on multi-dimensional representations of the vocal tract, acous-
tic responses can be estimated from 1D tract models [43, 44],
allowing for direct comparison of models based on articulatory
data captured during vowel production with acoustic recordings
of the corresponding vowels produced by the same speaker.

The goal of this study is to examine details of vowel produc-
tion in a speaker of British English in new detail using volumet-
ric MRI, real-time MRI, and acoustic recordings. We explore
the acoustic responses of vocal tract configurations by synthe-
sizing vowels from area functions derived from MRI data, and
validate these acoustic models against out-of-scanner reference
recordings of vowels produced by the same speaker. By com-
paring acoustic outputs of vocal tract models derived from each
dataset, we aim to assess the relative advantages of each imag-
ing modality for acoustic modelling of vowels, and methods
for extracting vocal tract representations appropriate for vowel
models from each type of data. Finally, we assess the impact
on acoustic modelling of different methods of representation of
data obtained from each imaging modality, and examine how
different approaches to segmentation of vocal tract boundaries
affect acoustic responses of tract models.

2. Methods

Data were collected during the pilot phase of a larger project
examining development of speech motor control in adolescents.
An adult female L1 speaker of Standard Southern British En-
glish produced vowels in a series of speech tasks recorded out of
and inside an MRI scanner. Vowels /ir-a:-or-ui-3:/ were elicited
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in monosyllabic words “beet’, ‘Bart’, ‘bought’, ‘boot’, ‘Bert”.
Each token was recorded once in a quiet room with a Glottal
Enterprises EG2-PCX2 digital speech recorder to familiarize
the participant with the experimental materials. The same ut-
terances were later recorded five times during a real-time MRI
scan, and additionally as sustained productions during a volu-
metric MRI scan. A total of (5 words) x (1 pre-scan + 5 rtMRI
+ 1 volumetric MRI) = 35 vowel exemplars were included in
the analysis.

2.1. Vocal Tract Imaging

MRI data were acquired at Westmead Hospital on a Siemens
Magnetom Prisma 3T scanner with a 64-channel head/neck
receiver array coil. The speaker’s upper airway was imaged
while lying supine. Data were acquired from an 8§ mm slice
aligned with the mid-sagittal plane, over a 280 x 280 mm field
of view, using a 2D RF-spoiled, radially-encoded FLASH se-
quence [45]. Audio was recorded concurrently in-scanner at
16 kHz using an Opto-acoustics FOMRI-III ceramic noise-
canceling microphone designed for MRI environments [46].
rtMRI data were reconstructed in Matlab into midsagittal videos
with a pixel resolution of 0.97 mm?, encoded as 72 frames per
second MP4 files. Audio and video were time-aligned during
postprocessing and video reconstruction.

3D configuration of the vocal tract during sustained (7.6 s)
vowel production was captured using volumetric imaging of the
upper airway. Data were acquired using a T1-weighted fast 3D
gradient-echo sequence, with a spatial resolution of 160 x 160
x 32 px over a 256 X 256 x 64 mm field of view centred on the
pharynx. These data provide detailed imaging of the entire up-
per airway, extending vertically from the upper trachea to the
nasal cavities and sagittally from cheek to cheek, with a voxel
resolution of 1.6 X 1.6 x 2.0 mm.

2.2. Vocal tract segmentation

Volumetric data (DICOM format), were processed using ITK-
SNAP [47], an open-source tool for 3D segmentation of med-
ical images. Contrast was enhanced, and the Snake tool was
used for semi-automatic segmentation of vocal tract boundaries,
from which 3D tract outlines were extracted (Fig. 1).

Figure 1: Vocal tract configuration, sustained [a:]. Midsagittal
slice and 3D volume extracted from segmented volumetric data

rtMRI data were analyzed using inspect_rtMRI, a Matlab-based
graphical interface for inspection and semi-automatic segmen-
tation of rtMRI data [48]. Midsagittal vocal tract boundaries
were located in image frames corresponding to articulatory tar-
get postures for each vowel, and area functions were extracted
at 7.7 mm intervals, from glottis to labial midpoint. Midsagit-
tal slices were extracted from 3D vocal tract models, and an
additional set of vocal tract area functions were calculated us-
ing the same method, to obtain a second set of high resolution
midsagittal vocal tract representations for each vowel (Fig. 2).
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2.3. Modelling Acoustic Responses

Each vocal tract (VT) was modeled as a series of concatenated
cylindrical tubes with cross-sectional areas (CSA) derived from
area functions, normalized by 7. Tube models were downsam-
pled through linear interpolation:

len(VT) x £2 x4
N_round(en()2>
c

where Fs = 16 kHz, ¢ = 350 m/s (speed of sound in moist air at
body temperature 37°C [2]).

Reflection coefficients were calculated for each segment
junction within the vocal tract model to simulate acoustic
impedance mismatches [49]. The number of reflection coeffi-
cients corresponds to the length of the interpolated tube model,
where the coefficients were derived using the formula:

A — Ay
o Aiv1 + A;

where A; and A;1 are the CSAs of adjacent tube sections.
Additionally, a finite lossy tube was modeled by appending a
reflection coefficient to represent the mouth’s impedance, with
the value set to 0.71 [50]. A Rosenberg glottal pulse [51] was
generated and processed through the vocal tract filter designed
by converting reflection coefficients into filter coefficients using
Durbin’s recursion:
ak+1[n] = ax[n] + res1 X aglk —n] forn=0,1,...,k

where ay[n] are the filter coefficients at recursion step k, 71 is
the reflection coefficient at the k + 1-th junction, and n indexes
the coefficients in the filter.

The output speech signal was generated by convolving the
glottal pulse with the acoustic filter coefficients, followed by
amplitude normalization.

Acoustic properties of synthesized and recorded speech
were compared using formant frequencies. F1, F2, F3 were
tracked over speech intervals containing target vowels follow-
ing the approach proposed in [52], using 20 ms Hamming anal-
ysis windows, 50% overlap, max_F34cutoff = 4500 Hz, and a
pre-emphasis filter factor of 0.98.

3. Results and Discussion

Formant frequencies for vowels produced by the participant in
reference (out-of-scanner) recordings were first compared to
mean values (Table 1) reported for female speakers in Stan-
dard Southern British English [53]. Formants generally align
closely with SSBE means; the participant’s /i:/ is more fronted,
and /o:/ is lower. Overall, formant values for short pronunci-
ations are closer to SSBE means compared to sustained pro-
nunciations, which may be attributed to the effects of hyper-
articulation in sustained vowels. In particular, the large differ-
ence (30%) in F2 values for /u:/ shows that the sustained vowel
was produced with a backed, more peripheral articulation.
Compared to out-of-scanner recordings, the in-scanner
recordings typically exhibit larger F1 and F2 values (> 4%
difference). This is in line with the findings of [36], where it
was established that increases in F1 and F2 occur due to scan-
ner noise, and additional F1 increases can be attributed to the
supine posture of the subject (Table 2). These effects were
found to be subject-dependent. In this case, the scanner envi-
ronment caused the tongue to be positioned higher and more
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Figure 2: Vocal tract segmentations used to calculate area functions: Top: vowel target frames in rtMRI data; Bottom:
midsagital sections from 3D tract volumes of sustained vowel postures. L-to-R: [a:-i-u:-3:-01]

Table 1. Comparison of participant reference vowel formants
with mean SSBE female vowel formant frequencies (Hz) [53]

F1 F2 F3
SSBE Mean (F) 910 | 1316 | 2841
/a:/ | Out-scanner (short) 74 | -152 | +238
Out-scanner (sustained) -171 -40 -32
SSBE Mean (F) 303 | 2654 | 3203
/it/ | Out-scanner (short) +35 | +144 -67
Out-scanner (sustained) -12 | 4202 +90
SSBE Mean (F) 328 | 1437 | 2674
/ui/ | Out-scanner (short) +73 | +60 | +59
Out-scanner (sustained) +68 | -436 | +261
SSBE Mean (F) 606 | 1695 | 2839
/3:/ | Out-scanner (short) 31 | -112 | +214
Out-scanner (sustained) -57 +36 | +148
SSBE Mean (F) 389 888 | 2796
/ot/ | Out-scanner (short) +18 | -128 | -796
Out-scanner (sustained) | +110 | -123 | +354

forward, reflecting a more constrained vocal tract shape dur-
ing in-scanner recordings. In contrast, the 1D acoustic models
based on rtMRI typically exhibit lower F1 values which may
arise from the simplifications in the modeling process that fail
to fully capture the open vocal tract configuration. Additionally,
the acoustic model tends to have higher F3 values compared to
in-scanner recordings, indicating differences in the back cavity
configuration. This difference can be attributed to the back cav-
ity segmentation being influenced by the presence of soft tissue,
particularly around the epiglottis area.

Formants from the 1D acoustic models based on midsagit-
tal volumetric images generally align with out-of-scanner sus-
tained vowel recordings, though there are some notable discrep-
ancies (Table 3). For instance, /ui/ and /o:/ show considerable
differences in F2 values, with the 1D acoustic model having
much higher values (> 50% difference) compared to the cor-
responding out-of-scanner recordings. However, it should be
noted that when compared to SSBE mean values and out-of-
scanner values for short utterances, the out-of-scanner sustained
values are much lower (Table 1). Also, the large difference in F3
values for /3:/ and /o:/ (16% and 22% difference respectively)
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Table 2. Comparison of Formant Values Between In-Scanner
Recordings and 1D Acoustic Model (rtMRI) with Out-Scanner
Recordings (Short)

F1 F2 F3
Out-scanner (short) 836 1164 | 3079
/a:/ | In-scanner +36 | +72 | -331
1D acoustic model (rtMRI) | -80 +432 | -214
Out-scanner (short) 338 2798 | 3136
/it/ | In-scanner +95 | 492 | -449
1D acoustic model (rtMRI) | -44 -599 | -546
Out-scanner (short) 401 1497 | 2733
Jw:/ | In-scanner +28 | +243 | -187
1D acoustic model (rtMRI) | -37 +354 | -53
Out-scanner (short) 575 1583 | 3053
/3:/ | In-scanner +362 | +58 | -212
1D acoustic model (tMRI) | -72 +61 -234
Out-scanner (short) 407 760 2000
/o:/ | In-scanner +208 | +112 | +576
1D acoustic model (itMRI) | +63 +424 | +710

suggest variations in the pharyngeal cavity shape, as from Fig-
ure 2

Overall, the F1 values for both 1D acoustic models are close
to the out-of-scanner values, indicating a reasonable approxi-
mation of vertical tongue positions. However, F2 and F3 values
exhibit greater deviations. Furthermore, the models often show
smaller formant values compared to out-of-scanner recordings,
which may be due to the lack of lip radiation effects in the syn-
thesized speech.

3.1. Refinements in 3D midsagittal slices

Several adjustments were made to the 3D midsagittal segmen-
tations to observe the accuracy of our acoustic modeling. These
adjustments involved refining soft tissue boundaries in the re-
gions around the hard palate, velar constrictions, and epiglottis.
The changes were prompted by initial observations that revealed
anatomical inaccuracies in the 3D segmentations, such as an un-
usually large cavity at the hard palate in /a:/ and /o:/, likely
due to the relatively smaller amounts of soft tissue affecting the



Table 3. Comparison of Formant Values Between 1D Acoustic
Model (Volumetric) with Out-Scanner Recordings (Sustained)

F1 F2 F3
Jai/ Out-scanner (sustained) 739 | 1276 | 2809
: 1D acoustic model (volumetric) | -65 | +138 | -187
/i Out-scanner (sustained) 291 | 2856 | 3293

: 1D acoustic model (volumetric) | +51 | -630 | -68
Jw/ Out-scanner (sustained) 396 | 1001 | 2935
: 1D acoustic model (volumetric) | 0 +825 | +265
Ja1/ Out-scanner (sustained) 549 | 1731 | 2987
: 1D acoustic model (volumetric) | -97 | -76 -476
Jo1/ Out-scanner (sustained) 499 | 765 3150
: 1D acoustic model (volumetric) | +54 | +379 | -708

resolution of the upper airway boundary. All adjustments were
made through manual post-processing of the initial segmenta-
tions located using ITK-SNAP (Sec. 2.2).
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Figure 3: Refinements in 3D midsagittal slices: Top: original
midsagittal sections; Bottom: midsagital sections after manual
post-processing. L-to-R: [a:-3:-0:]

The adjustments made to the 3D midsagittal segmentations
led to closer alignment of the formant values with the out-of-
scanner recordings (Table 4). Refining the hard palate in /a:/
and /o:/ generally improved the alignment of F1 and F2 val-
ues by reducing exaggerated resonances caused by an initially
larger hard palate. A similar improvement was observed when
the velar constriction was increased in /o:/. This was expected,
as increased velar constriction lengthens the front cavity of the
vocal tract, thereby reducing F1 and F2 values.

The impact of the epiglottis definition in /a:/ and /3:/ was
investigated to determine whether simplifying the epiglottis rep-
resentation, as seen in rtMRI area functions, would improve the
formant values (Table 4). However, this adjustment did not no-
ticeably improve the formant values for either vowel. While the
epiglottis influences the shape of the pharyngeal cavity, its im-
pact on F1 and F2 is less pronounced compared to velar and
palatal constrictions.

4. Conclusions

A method for determining detailed vocal tract configurations as-
sociated with vowel production has been proposed and validated
using an acoustic synthesis framework. The impact of different
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Table 4. Comparison of Formant Values for Original and Re-
fined Midsagittal Slices of 3D Volumetric Representations of

Vowels /a:/ /o:/, and /3:/

F1 F2 F3

Out-scanner (sustained) 739 1276 | 2809

Ja:/ 1D acoustic model (Volumetric) | -65 +138 | -187
‘" | Refined hard palate S111 | +123 | +22
Non-refined epiglottis -128 | +176 | -198
Out-scanner (sustained) 499 765 3150

Jo:/ 1D acoustic model (Volumetric) | +54 | +379 | -708
: Refined hard palate +28 | 4366 | -921
Increased constriction +10 | -29 -934
Out-scanner (sustained) 549 1731 | 2987

/3:/ | 1D acoustic model (Volumetric) | -97 | -76 -476
Non-refined epiglottis -134 | -76 -685

tissue segmentation strategies has been assessed using 1D area
functions extracted from rtMRI images and midsagittal slices
of 3D data, validating these against both in-scanner and out-
of-scanner acoustic recordings. The analysis showed that both
tube models show variations in formant frequencies compared
to out-of-scanner recordings. Overall, acoustic models based on
midsagittal slices of 3D volumetric data more accurately repre-
sent natural speech formants compared to the models based on
rtMRI images, indicating the importance of a better represen-
tation of the vocal tract geometry. The findings suggest that
further improvements should include comprehensive vocal tract
models considering lip radiation and dental structures. There-
fore, future work will focus on using complete 3D vocal tract
models to obtain acoustic responses and incorporating dental
features and refined lip radiation models to improve vocal tract
modeling.
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